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Deep   -net eigenvectors are interpretable.
They correspond to prototypical digits.
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  -nets combine the strengths of 
neural and tensor networks.

Neural network
Efficient training & evaluation

Tensor network
Easy decomposition & interpretation
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Compute eigenvectors
This aggregates global info

Fold into the network
This diagonalises the layer

We propose the global ODT algorithm to find
the most important dimensions per layer.



Our algorithm exposes global low-rank
structure much better than local SVD.



Read our 
paper here!
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